**Lossless Compression Algorithms (Repetitive Sequence Suppression)**

These methods are fairly straight forward to understand and implement. Their simplicity is their downfall in terms of attaining the best compression ratios. However, the methods have their applications, as mentioned below:

## 1 Simple Repetition Suppresion

If in a sequence a series on *n* successive tokens appears we can replace these with a token and a count number of occurences. We usually need to have a special **flag** to denote when the repated token appears

For Example

89400000000000000000000000000000000

we can replace with

894f32

where f is the flag for zero.

Compression savings depend on the content of the data.

Applications of this simple compression technique include:

* Suppression of zero's in a file (**Zero Length Supression**)
  + Silence in audio data, Pauses in conversation **etc.**
  + Bitmaps
  + Blanks in text or program source files
  + Backgrounds in images
* other regular image or data tokens

## 2 Run-length Encoding

This encoding method is frequently applied to images (or pixels in a scan line). It is a small compression component used in JPEG compression (Section [7.6](http://www.cs.cf.ac.uk/Dave/Multimedia/node234.html#sec:JPEG)).

In this instance, sequences of image elements ![$X_{1},X_{2},\ldots,X_{n}$](data:image/gif;base64,R0lGODlhawAZAOMAAAAAAJmZmXd3d1VVVe7u7jMzM8zMzBEREaqqqoiIiGZmZv///0RERN3d3SIiIru7uyH5BAEAAAsALAAAAABrABkAQAT+cMlJq7046827v4EACJZQkF44UoTwCAzxzZqK0niDY/p+9b6gcEgsUgYHicAgRCqZxmZysewEFIDBRHAYPSiC22IA+Equ2W3XNUEoFj2yWUKG0gH2Mf5YnqC1SmtzDw4SBQFRiYqKAg4AB4gIXQUINI2PkZOVix2XkAuSAJQzBwdzQqWnnDSpOAYJZwCIFWEdr7GzCwRQDpurFbcLAbIVCg4JJr4fMAxiAkAdDwDTAEDPRtc0x8InMr/f4OHi4+Tl3w0rEgx5M+g36+YW7hPwMwgACFVC9/ns8W349OHA4k8XNA4EKxB48MCbuYSuSJC5UMuWRABgphSARc7ARRpQHik4YFBCTAIFB0NOGFkC0IKT0GBSkDmBpgSbElRKYOnn3hcFYpYFZUgjAKwGuYgWUTqjlgEHBgrSeLE0aBCqriYYcPivq9evYMOKHUu2QgQAOw==) are mapped to pairs ![$(c_{1},l_{1}),(c_{2},l_{2}),\ldots,(c_{n},l_{n})$](data:image/gif;base64,R0lGODlhuAAcAIQAAAAAAJmZmXd3d1VVVe7u7jMzM8zMzBEREaqqqoiIiGZmZv///0hISERERN3d3SIiIru7uwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAsALAAAAAC4ABwAQAX+4CKOZGmeaKqubOu+cCy7UGHWSJLQgLEWEFWthNO9IL1fcBYbEgu53THJApYMDZWg0RCQBI7UtjsiNHwjsAmbQgLeYZH65IaLzGh5nPndi9gpDzsBBQIEaX4lgguEhndnfJGSk5SVlpICAZIIBQApCV4tmZudn6GXK6OTnJ4qoCavaQ8mAqcnCAAOCGm2clIosQsCsyQEaA+7t7m7xiLIX7+oJcHCxCMKggJQKbi6Itig29DS5OXm5+jp6uvslwPJkgUKKggDLO+U8vT26/iV+ivqlahV7EAoBAa09TLx4JRCWgu/nCJgUARCAgIgbDmEouGdjBslqiNYpuIChDD+PIqy5QAARxGFNIYiKWIAgCUnC+WheafVAps4RbR8GZMmgnlxgI7gJCDP0QV7CPhUOsJmnp9UambFGnQoiaJeIBAroEkrTqZoxMIs2xPFnBaJWDjoFbfPi7oq5pbAO4PvWxd880ZsR7iw4cOIEytezLixYzGBWxAISkLvi78zJqOwTBgzE80pOF/JMinBARWQVgCSZBr1VXSrS59ekXqE1xuv8wKAd0LqitskIOTWzduEb3XAgw8nzuL4CGqMDvjgsoBA5GHF4gqIBstWAOkLqE+G8PIE9jsQyA/kXg769+mkXZxnsV3kiABbhQ0eASAaTzn76XffVgLMVgB7/EnJUSBM/gVoCU/4LcdCf/LZ4oQIAVijF08JKLCHNpz9t4AVC3SYyIUZ2uYQPyV6mEYBognAIkxLmEiCjc+5mKMfOIpwISMaMoBLEAqc0iOIXgQw5AJFlkBiVcU5ENR/6VXmx38CjVBlCf4IFVQAOzjA1pZC7QEmVGxl6SNlfJBZU5Q4EWTAAwbk4aYDH3oxZ51LzZgGWy1oFAM1gpoHKAuFvkCog0dEpMoJeRjwUqKQjiDpc4w+pummnHbq6aeghirqqKSWauqpl4QAADs=) where *ci* represent image intensity or colour and *li* the length of the *i*th run of pixels (Not dissimilar to zero length supression above).

For example:

Original Sequence:

111122233333311112222

can be encoded as:

(1,4),(2,3),(3,6),(1,4),(2,4)

The savings are dependent on the data. In the worst case (Random Noise) encoding is more heavy than original file: 2\*integer rather 1\* integer if data is represented as integers.

**Lossless Compression Algorithms (Pattern Substitution)**

This is a simple form of statistical encoding.

Here we substitue a frequently repeating pattern(s) with a code. The code is shorter than than pattern giving us compression.

A simple Pattern Substitution scheme could employ predefined code (for example replace all occurrences of `The' with the code '&').

More typically tokens are assigned to according to frequency of occurrenc of patterns:

* Count occurrence of tokens
* Sort in Descending order
* Assign some symbols to highest count tokens

A predefined symbol table may used ie assign code *i* to token *i*.

However, it is more usual to dynamically assign codes to tokens. The entropy encoding schemes below basically attempt to decide the optimum assignment of codes to achieve the best compression.

# Lossless Compression Algorithms (Entropy Encoding)

Lossless compression frequently involves some form of **entropy encoding** and are based in information theoretic techniques, Shannon is father of information theory and we briefly summarise information theory below before looking at specific entropy encoding methods.

## Huffman Coding

Huffman coding is based on the frequency of occurance of a data item (pixel in images). The principle is to use a lower number of bits to encode the data that occurs more frequently. Codes are stored in a **Code Book** which may be constructed for each image or a set of images. In all cases the code book plus encoded data must be transmitted to enable decoding.

The Huffman algorithm is now briefly summarised:

* A bottom-up approach

1. Initialization: Put all nodes in an OPEN list, keep it sorted at all times (e.g., ABCDE).

2. Repeat until the OPEN list has only one node left:

(a) From OPEN pick two nodes having the lowest frequencies/probabilities, create a parent node of them.

(b) Assign the sum of the children's frequencies/probabilities to the parent node and insert it into OPEN.

(c) Assign code 0, 1 to the two branches of the tree, and delete the children from OPEN.

![http://www.cs.cf.ac.uk/Dave/Multimedia/huffman.gif](data:image/gif;base64,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)

Symbol Count log(1/p) Code Subtotal (# of bits)

------ ----- -------- --------- --------------------

A 15 1.38 0 15

B 7 2.48 100 21

C 6 2.70 101 18

D 6 2.70 110 18

E 5 2.96 111 15

TOTAL (# of bits): 87

The following points are worth noting about the above algorithm:

* Decoding for the above two algorithms is trivial as long as the coding table (the statistics) is sent before the data. (There is a bit overhead for sending this, negligible if the data file is big.)
* **Unique Prefix Property**: no code is a prefix to any other code (all symbols are at the leaf nodes) -> great for decoder, unambiguous.
* If prior statistics are available and accurate, then Huffman coding is very good.

In the above example:

Number of bits needed for Huffman Coding is: 87 / 39 = 2.23

## Huffman Coding of Images

In order to encode images:

* Divide image up into 8x8 blocks
* Each block is a symbol to be coded
* compute Huffman codes for set of block
* Encode blocks accordingly

## Adaptive Huffman Coding

The basic Huffman algorithm has been extended, for the following reasons:

(a) The previous algorithms require the statistical knowledge which is often not available (e.g., live audio, video).

(b) Even when it is available, it could be a heavy overhead especially when many tables had to be sent when a non-order0 model is used, i.e. taking into account the impact of the previous symbol to the probability of the current symbol (e.g., "qu" often come together, ...).

The solution is to use adaptive algorithms. As an example, the Adaptive Huffman Coding is examined below. The idea is however applicable to other adaptive compression algorithms.

ENCODER DECODER

------- -------

Initialize\_model(); Initialize\_model();

while ((c = getc (input)) != eof) while ((c = decode (input)) != eof)

{ {

encode (c, output); putc (c, output);

update\_model (c); update\_model (c);

} }

}

* The key is to have both encoder and decoder to use exactly the same *initialization* and *update\_model* routines.
* *update\_model* does two things: (a) increment the count, (b) update the Huffman tree (Fig [7.2](http://www.cs.cf.ac.uk/Dave/Multimedia/node212.html#hufftree)).
  + During the updates, the Huffman tree will be maintained its *sibling property*, i.e. the nodes (internal and leaf) are arranged in order of increasing weights (see figure).
  + When *swapping* is necessary, the farthest node with weight W is swapped with the node whose weight has just been increased to W+1. **Note:** If the node with weight W has a subtree beneath it, then the subtree will go with it.
  + The Huffman tree could look very different after node swapping (Fig [7.2](http://www.cs.cf.ac.uk/Dave/Multimedia/node212.html#hufftree)), e.g., in the third tree, node A is again swapped and becomes the #5 node. It is now encoded using only 2 bits.

![http://www.cs.cf.ac.uk/Dave/Multimedia/ahuff1.gif](data:image/gif;base64,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)
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**Note:** Code for a particular symbol changes during the adaptive coding process.

Huffman coding and the like use an integer number (k) of bits for each symbol, hence k is never less than 1. Sometimes, e.g., when sending a 1-bit image, compression becomes impossible.

* Idea: Suppose alphabet was

*X*, *Y*

and

prob(X) = 2/3

prob(Y) = 1/3

* If we are only concerned with encoding length 2 messages, then we can map all possible messages to intervals in the range [0..1]:
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* To encode message, just send enough bits of a binary fraction that uniquely specifies the interval.
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* Similarly, we can map all possible length 3 messages to intervals in the range [0..1]:

![http://www.cs.cf.ac.uk/Dave/Multimedia/Topic4.fig_20.gif](data:image/gif;base64,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)

* Q: How to encode X Y X X Y X ?

Q: What about an alphabet with 26 symbols, or 256 symbols, ...?

* In general, number of bits is determined by the size of the interval.

Examples:

* + first interval is 8/27, needs 2 bits -> 2/3 bit per symbol (X)
  + last interval is 1/27, need 5 bits
* In general, need ![$- \log p$](data:image/gif;base64,R0lGODlhMQAaAOMAAAAAAJmZmXd3d1VVVe7u7jMzM8zMzBEREaqqqoiIiGZmZv///0RERN3d3SIiIru7uyH5BAEAAAsALAAAAAAxABoAQATjcMlJq704VyS674klMMtIAcgCPMsDVMHiCFLwanhGcMJDTI2HMEcsGo8TE3KpCRQONCfCyVoMAFiA4jdxOBKJgoFJLmMEAJJ5XVIjGEKx5P0oDBJqiWLQoTNNCgUnMQwJAiEWCAANEgA0bBUMjxIdE4qMkJmam0YNY5xISqBGogRCXBKmBKaYqZ8GraEkDQCvB4wAMQEOC6gPAQIHPwi8cx8fiBQmDHkqNAU0CgoWBisSAwd/JNW2jAcBQrF6xQnCkA+fCwkDEwQFMRMACZ6jEgYOCKsIBZh1UPUAAwocSLDghQgAOw==) bits to represent interval of size *p*. Approaches optimal encoding as message length got to infinity.
* Problem: how to determine probabilities?
  + Simple idea is to use adaptive model: Start with guess of symbol frequencies. Update frequency with each new symbol.
  + Another idea is to take account of intersymbol probabilities, e.g., Prediction by Partial Matching.

## Lempel-Ziv-Welch (LZW) Algorithm

The LZW algorithm is a very common compression technique.

Suppose we want to encode the Oxford Concise English dictionary which contains about 159,000 entries. Why not just transmit each word as an 18 bit number?

**Problems:**

* Too many bits,
* everyone needs a dictionary,
* only works for English text.
* **Solution**: Find a way to build the dictionary adaptively.
* Original methods due to Ziv and Lempel in 1977 and 1978. Terry Welch improved the scheme in 1984 (called LZW compression).
* It is used in UNIX *compress* -- 1D token stream (similar to below)
* It used in GIF comprerssion -- 2D window tokens (treat image as with Huffman Coding Above).

*Reference:* Terry A. Welch, "A Technique for High Performance Data Compression", IEEE Computer, Vol. 17, No. 6, 1984, pp. 8-19.

The LZW Compression Algorithm can summarised as follows:

w = NIL;

while ( read a character k )

{

if wk exists in the dictionary

w = wk;

else

add wk to the dictionary;

output the code for w;

w = k;

}

* Original LZW used dictionary with 4K entries, first 256 (0-255) are ASCII codes.

**Example:**

Input string is "^WED^WE^WEE^WEB^WET".

w k output index symbol

-----------------------------------------

NIL ^

^ W ^ 256 ^W

W E W 257 WE

E D E 258 ED

D ^ D 259 D^

^ W

^W E 256 260 ^WE

E ^ E 261 E^

^ W

^W E

^WE E 260 262 ^WEE

E ^

E^ W 261 263 E^W

W E

WE B 257 264 WEB

B ^ B 265 B^

^ W

^W E

^WE T 260 266 ^WET

T EOF T

* A 19-symbol input has been reduced to 7-symbol plus 5-code output. Each code/symbol will need more than 8 bits, say 9 bits.
* Usually, compression doesn't start until a large number of bytes (e.g., > 100) are read in.

The LZW Decompression Algorithm is as follows:

read a character k;

output k;

w = k;

while ( read a character k )

/\* k could be a character or a code. \*/

{

entry = dictionary entry for k;

output entry;

add w + entry[0] to dictionary;

w = entry;

}

**Example (continued):**

Input string is "^WED<256>E<260><261><257>B<260>T".

w k output index symbol

-------------------------------------------

^ ^

^ W W 256 ^W

W E E 257 WE

E D D 258 ED

D <256> ^W 259 D^

<256> E E 260 ^WE

E <260> ^WE 261 E^

<260> <261> E^ 262 ^WEE

<261> <257> WE 263 E^W

<257> B B 264 WEB

B <260> ^WE 265 B^

<260> T T 266 ^WET

* Problem: What if we run out of dictionary space?
  + Solution 1: Keep track of unused entries and use LRU
  + Solution 2: Monitor compression performance and flush dictionary when performance is poor.
* Implementation Note: LZW can be made *really* fast; it grabs a fixed number of bits from input stream, so bit parsing is very easy. Table lookup is automatic.

## Entropy Encoding Summary

* Huffman maps fixed length symbols to variable length codes. Optimal only when symbol probabilities are powers of 2.
* Arithmetic maps entire message to real number range based on statistics. Theoretically optimal for long messages, but optimality depends on data model. Also can be CPU/memory intensive.
* Lempel-Ziv-Welch is a dictionary-based compression method. It maps a variable number of symbols to a fixed length code.
* Adaptive algorithms do not need a priori estimation of probabilities, they are more useful in real applications.